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I love 
programming

BUT I DO NOT HAVE 
TOO MUCH TIME TO 
PROGRAM



PALinkA
• Written in Java

• Very much written from scratch

• The IDE helped a bit with code 
completion

• ~2002



MetaDiscourse 
annotator

• Web based

• PHP + Symfony

• ~2015

• Involved reading lots of posts on 
StackOverflow

https://github.com/dinel/metadiscours
e-annotator

https://github.com/dinel/metadiscourse-annotator
https://github.com/dinel/metadiscourse-annotator


Similarity 
annotator

• Web based
• Python + Django
• With lots of help from CoPilot
• Many of the concepts from the MetaDiscourse 

annotator applicable





Write a python program which does 
the following: 

1. Reads an excel file with two 
columns input and output to a 
data frame 

2. Processes the data frame row by 
row 

3. For a row if the output column is 
empty call a function called 
translate and store the result of 
the function in the output 
column

4. Every 1000 rows write the data 
frame back in the excel file





Structure
1. Background information

2. What is ChatGPT?

3. What translators can do with ChatGPT?

4. Discussion



Do you think computers will replace 
translators in the next

2 years 5 years 10 years never



How did we get here?



Rule based approaches ( … - 2000s) 



Traditional ML approaches (late 1990s – ~2015)

Data annotation

• Linguistic/
domain 
knowledge

Feature 
extraction

• Linguistic and 
engineering 
knowledge

Selection of ML 
method

• Engineering 
knowledge

Evaluation

• Linguistic and 
engineering 
knowledge



QuEst and 
QuEst++

Lucia Specia, Gustavo Henrique Paetzold 
and Carolina Scarton (2015): Multi-level 
Translation Quality Prediction with 
QuEst++. In Proceedings of ACL-IJCNLP 
2015 System Demonstrations, Beijing, 
China, pp. 115-120

Examples of features:

• Number of tokens in the source and target segments

• Language model probabilities of the source and target

• Nouns/verbs/etc in source and target

• Difference between the depth of the syntactic trees of the source 
and target segments

• Difference between the number of person/location/organization 
entities in source and target sentences

Over 150 features

Various ML methods available in the framework



Less data 
annotation

• Linguistic/
domain 
knowledge

Feature 
extraction?

• Linguistic and 
engineering 
knowledge

Fine-tuning of a 
language model

• Engineering 
knowledge

Evaluation

• Linguistic/
domain and 
engineering 
knowledge

Fine-tuning of (large) language models (~2015 - present)



TransQuest

Tharindu Ranasinghe, Constantin 
Orăsan, and Ruslan Mitkov (2020) 
TransQuest: Translation quality 
estimation with cross-lingual 
transformers. In Proceedings of the 
28th International Conference on 
Computational Linguistics , Barcelona, 
Spain, pp. 5070-5081



With large language models (~2023 - present)

Take a large 
language model

• Way to access it

Prompt 
engineering

• ?? knowledge

Evaluation

• Linguistic/domain and 
engineering knowledge?

Referred to as zero-shot approach



ChatGPT for 
quality 
estimation

Tom Kocmi and Christian Federmann 
(2023) Large Language Models Are 
State-of-the-Art Evaluators of 
Translation Quality. In Proceedings of 
the 24th Annual Conference of the 
European Association for Machine 
Translation. Tampere, Finland



Terminology: What is GPT
Generative = generates the text. What is the next word in the 
sequence?

Pre-trained = it is trained for you. Tries to learn how standard 
language looks like. Uses masking. Trained in an unsupervised 
manner

Transformer = a statistical learning algorithm. Deep neural 
network. Pays attention to all the input. ”Attention is all you 
need” (2018)

GenAI = Generative AI

Fundamental large language models = language models not 
tuned for a particular task

ChatGPT = predict the “next word” given the input prompt, 
focused on conversational



Translate 
from Russian 
to English

не нажимайте на кнопку

blue
shouldnot

press
the

You

button
He

run

icecream

holiday

bad

Do

Don’t

bluenotYou

He

run holiday
Do

humiliate



Translate 
from Russian 
to English

не нажимайте на кнопку

press

the

button

Don’t

humiliate



Translate 
from Russian 
to English

не нажимайте на кнопку

press

the

button

Don’t

humiliate





Source: https://openai.com/blog/chatgpt



ChatGPT
➢ A generative model trained for conversational setting

➢ Trained on very large amounts of data

➢ Improved with (lots of) human feedback

➢ “a stochastic parrot” (Bender et al, 2021)

➢ It does not understand language

➢ Not interpretable or explainable (at least not easily)

➢ It is not sentient

➢ Can generate incorrect or misleading information 

Bender et al. (2021) On the Dangers of Stochastic Parrots: Can Language Models Be Too Big? In Proceedings of the 
2021 ACM Conference on Fairness, Accountability, and Transparency https://doi.org/10.1145/3442188.3445922 

https://doi.org/10.1145/3442188.3445922


How can 
translators use 
ChatGPT?



How can translators use ChatGPT?
Can help with monolingual tasks:

◦ check the (grammatical) correctness of a text in the source/target language (Check the following text …)

◦ research a topic (Tell me in 300 words about … Can you elaborate … That does not sound right … )

◦ summarise a text (Summarise the following text in 100 words)

◦ reformat a text (Take the following values and organise them in a table with 2 columns … )

◦ help with writing some creative text (Write an essay about … )

Useful for many tasks that involve (creative) writing



How to use 
ChatGPT for 
translation tasks

Consider the context of 
translation

Specify the type of text

Indicate the style

Account for regional differences

Avoid gender bias

Translate social media texts

Extract terms, keywords and their definitions

Assess the quality of a translation

“Although ChatGPT is not purpose-built for translation, the AI chatbot is 
rapidly emerging as a reliable translation tool.” 
(https://www.makeuseof.com/how-to-translate-with-chatgpt/)

… but remember how transformers are trained!!!!

https://www.makeuseof.com/how-to-translate-with-chatgpt/


Terminology/abbreviation processing



Use ChatGPT to avoid bias when 
translating text



Translation of social media



Translation of social media



Translation of social media



Challenges



Challenges: 
Evaluation

• It wasn’t trained to translate (or at least not specifically for 
this)

• In order to obtain reliable results it may be necessary to 
have a number of attempts (which version we should 
evaluate?)

• Poor results for low(er) resourced languages (use English as 
pivot?)

• The results are not stable (both because of statistics and on 
going improvements)

• Are BLEU-like scores the right way to evaluate? BERTScore/ 
COMET may be more appropriate

• How many of the evaluations are systematic?



Challenges: 
Translators’ 
perspective

• In order to obtain reliable results it may be necessary to 
have a number of attempts. Is this acceptable for a 
translator?

• Translators become prompt engineers (and posteditors)

• How to integrate with existing CAT tools (limitations in 
terms of length and speed). Some plugins are already 
available

• Slower that traditional MT, but according to report from CSA 
ChatGPT is cheaper than Google Translate

• Can generate very fluent content which is compeletely 
irrelevant

• Translators may feel devaluated even further by technology 
(the pay rate goes down and the expectations in terms of 
productivity goes up)



Challenges: Data
• The training data is biased towards European 

languages (CSA report) and web crawl

• Anglophone bias 

• What happens with your data?

• Baker (1996) was arguing that recycling 
previously translated segments leads to ‘the 
tendency of translated text to gravitate 
towards the centre of a continuum’ – what 
will happen when all this generated data is 
used to train the next generation of GPTs, 
what about data from share tasks? (similarity 
to low background steel?)

https://en.wikipedia.org/wiki/Low-background_steel


LLM and translation
The technology is still at “experimental stage”

Are better at document level

Translators are not in more danger than as a result of NMT, 
but there are settings where we will no longer need 
translation, (e.g. multilingual generation)

There are scenarios where automatic translation using LLM 
is acceptable (but that’s also with NMT)

We still need humans in the loop (but what skills we 
require? are we going to use the LLM hype to lower the rates 
further?)

LLMs can be very useful for “creative tasks” as a support tool 
for humans

We need to learn how to write prompts



To wrap up
LLMs and ChatGPT will affect the jobs of translators

… but risk for translators is less than the risk for programmers

… we still want humans in the loop for certain tasks

… we should not bury our head in sand, but embrace it and get training for it

… maybe a danger to NMT

And also

… there is lots of hype, lots of misunderstandings, the carbon footprint is large, can increase inequalities, will 
continue improving, we live in really exciting/scary times … 

GenAI: the next step in the evolution/revolution of translation



Thank you for your 
attention

Also thanks to Felix do Carmo, Diptesh Kanojia, Anastasiia Bezobrazova 
and the NLP Café@Surrey for their help/comments on this topic
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